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Abstract 

 

The spread of COVID-19 causes a disruption in the production, demand, and supply chain of 

the economy. These necessitates the companies to new working environment and business 

operation which often reflected by company policies. Company websites are introduced as the 

new data source to measure the impact of COVID-19 on companies. Processing a large amount 

of company website data requires a big data framework and cloud computing processing. We 

are able to crawl data from around four million website pages which represent approximately 

fifty-three thousand companies in European Union. Also, we are able to build panel data with 

quarterly temporal resolution from the beginning until the new normal condition of COVID-

19. The data from this research can be used for further analysis related to the impact of COVID-

19 on companies.  
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1. Introduction 

 

Since the first case of COVID-19, it has taken more than years to return on the no-COVID-19 

restriction policy in most European countries. Back to normal condition and settling the 

COVID-19 as a common disease, we went through an economic shock period caused by the 

disease. The spread of COVID-19 is transmitted by direct contact between humans, which 

disrupts how people communicate and commute. During the pandemic period, COVID-19 took 

more than half a billion cases and caused more than six million deaths (Worlodometer, 2022).  

 

COVID-19 causes a disruption in the production, demand, and supply chain of the economy 

(Maital & Barzani, 2020). Measured by the performance, firms are disrupted significantly by 

COVID 19 (Shen et al., 2020). Companies issue several policies to adapt COVID-19 as the 

new normal condition: working from home and employee layoffs. These companies' actions 

will lead to lower employment and consumer spending, lowering the demand side. In addition 

to reducing production, mobility restrictions also disturb the companies' production supply 

chain. More so for the multinational companies which require transactions across borders. 

 

Currently, the rise of digital creates the information transaction rapidly.  As the spread of 

information can be captured within seconds or minutes, firms can respond to any relevant topic 

with the market condition. A company website is one tool to communicate information 

representing a resource for organizations, such as corporate information or policies. The 

information of companies related to specific topics is valuable to observe the company's 

behavioural change and might change the movement of the economy and vice versa. 

 

By observing the response of firms to COVID-19 in the digital era, several contributions are 

made to this study. First, we want to unlock the new potential of revealed preference data 

sources. The internet produces petabytes of data every day. We crawl the data provided by 

Common Crawl, a non-profit organization that stores the entire website archives worldwide. 

We create an end-to-end scheme for the big data process using cloud computing. Cloud 

computing is utilized for almost the whole crawling process. By targeting the company's 

website, we want to extract text information related to COVID-19. 
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This entire crawling process has never been well documented before. We want a 

straightforward process where the procedure is replicable without having high programming 

skills. Several technology stacks use no-code platforms, easily implemented by other 

researchers. Also, the implementation of cloud computing can be operated on any computer 

without worrying about the computer capability, whereas a single desktop or computer has 

computing limitations. 

 

Second, we want to measure how companies respond to COVID-19 from the beginning until 

the end of the pandemic. We build panel data from the revealed preference data and see to what 

extent this data is valuable for many studies. The WARC files are identified to find the 

keywords related to the COVID-19 pandemic. Then, we implement sentiment analysis on the 

COVID-19 information to measure the sentiment analysis of companies during the COVID-19 

pandemic.  

 

However, previous studies examining the effects of COVID-19 often rely on survey data by 

which the companies covered are very limited. For example, the Ifo Business Survey employed 

by (Buchheim et al., 2022) consists of around six thousand German companies. Even though 

it can be argued that the data is representative enough for the economy, we cannot conduct 

research on a larger scope, such as the effects of COVID-19 in Europe. It is important for a 

study with a larger scope because the pandemic affects across nations (Maital & Barzani, 2020) 

 

We managed to run the data crawling, where this can be a new potential of revealed preference 

data for many topics. A technical scheme is produced to obtain the web archive data with a 

specific target. We implement the cloud computing service provided by Amazon Web Service 

(AWS) for many tasks such as data queries, big data preparation and visualization, running the 

crawl script, and storing the table result. The whole process requires a basic understanding of 

SQL and Python programming languages. 

 

We find around 172,000 has a digital footprint on Common Crawl, where 53,698 companies 

put the COVID-19 keywords as the URL target of the website. Panel data has been created 

within around two years with nine different dates. A corpus dataset has been established and 

can be used for further analysis, such as sentiment and polarity analysis of companies during 

the COVID-19 pandemic. 
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The research is organized on the following structure: 

• The introduction part provides the motivation and research gap of the study 

• The literature studies part provides the relevant concept and theory of the study 

• The methodology part provides the initial data and strategy used in the study   

• The result part summarizes the study result and analysis. 

• The conclusion and limitation part describes the learning points, limitations and 

improvements for future study 
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2. Literature Study 

 

Firms are the part of crucial entities in economics which produce millions of goods (Nicholson 

& Snyder, 2008). Individuals are involved in consumption as consumers and production as 

labourers (Nicholson & Snyder, 2008). The number of goods produced by firms will behave 

the market condition (Mason, 1939). In the digital era, firms build a digital twin between the 

real-world and digital world as the technology factor, which neither increases production nor 

efficiency (Trauer et al., 2021). As the spread of information can be captured within seconds 

or minutes, the information spillover of the market condition can be responded to favourably 

by firms (Benveniste et al., 2003). The ability to catch the issue which disrupts the company's 

activities and be responsive will mitigate any unpredictable cost spikes (Deloitte, 2020). In this 

thesis, we are able to obtain the company's information as they respond to specific topics. 

 

The rise of the World Wide Web (www) or website technology and framework has become a 

game-changer in how people make decisions, study, and communicate (Constantinides & 

Fountain, 2008). The number of registered domains has reached more than 1.9 billion 

worldwide (Internetlivestat, 2022). The website substitute the way people and organization 

exchange information over the internet, including the presence of company or corporate 

websites (Heinze & Hu, 2006). A company website, as one of the website categories based on 

its function, is defined as all web pages owned and operated by a company using the 

representative domain name (Lawinsider, 2022). The website enables companies to publicly 

communicate information that represents a resource for organizations, such as corporate 

information,  social issues, and employment opportunities (Robbins & Stylianou, 2003). 

 

Some empirical works of literature have been performed by looking at various company 

websites that can achieve new findings from specific topics. (Daas & van der Doef, 2020) 

identifies the innovation by analyzing the related keyword to innovation from thousands of 

websites in the Netherlands. The results revealed that it is possible to determine if companies 

are technological innovative based on the text analysis on its website (Daas & van der Doef, 

2020). Gamerschlag et al., 2011 measured the Corporate Social Responsibility (CSR) 

disclosure of German companies by analyzing text related to CSR from its company website. 

The website is considered the main channel of communication, which integrate CSR-related 
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aspect to company publication which might be attached to financial or human capital reports 

and other media such as press release (Gamerschlag et al., 2011). 

  

Contradictory to the real world, where all past events only become remembrance, the digital 

world produces historical information which is accessible and remains unchanged (El-Showk, 

2018). All texts, images, videos, and other formats on the internet can be stored as archives 

(Niu, 2012). These archives become a new advantage but also a problem, where people will 

produce 1.7 Megabytes per second per capita in 2020 (Bulao, 2022). The Common Crawl, a 

non-profit organization which captures the web archives in the world periodically, stores 

petabytes of billions of websites for a single capture (CommonCrawl.org, 2022). This thesis 

crawls the information that is stored by Common Crawl via Amazon Public Dataset. 

 

The term big data and cloud computing are often used concurrently. Cloud computing is related 

to the process of computing a massive amount of data in IT services providers (Goos et al., 

2009). Big data often cannot be processed by a personal computer because its computing 

requires a large amount of computing power and large storage (Kaisler et al., 2013). Therefore, 

cloud computing main features are its large-scale computing capabilities and its scalability 

(Dillon et al., 2010). The elastic scalability feature is important because the computing power 

can be utilized on demand; that is, depending on the requirement, we can scale up the capacity 

of the data processing calls for it (Kaisler et al., 2013). Because of its convenience, cloud 

computing services have been adopted by both companies and private users (Dillon et al., 

2010). In this thesis, we also utilize cloud computing by AWS to process the big data of the 

company websites. We will explain this more thoroughly in the Methodology section. 

  

The processing of company websites requires text mining, in which the text is retrieved from 

information applications to be analyzed further (Aggarwal & Zhai, 2012). This text mining will 

generate a large amount of text data, which must be cleaned and structured for further analysis 

(Tang et al., 2016). One of the text analysis procedures to detect the views contained in a corpus 

(i.e. the text on a web page) is called sentiment analysis (Tang et al., 2016). In the case of a 

company website, the sentiments of that website could be analyzed through sentiment analysis 

by classifying the terms used in the website: usually can be classified as positive, negative, and 

neutral sentiment (Heerschop et al., 2011). This sentiment analysis could then be connected to 

the economic analysis based on our research questions. 
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COVID-19 has a significant impact to the entire individuals, firms, and society. Particularly, 

the pandemic causes a disruption in the production, demand, and supply chain of the economy 

(Maital & Barzani, 2020). Initially, the impact starts with the shock in production, in which 

workers must be limited to prevent the spread of the virus (Loayza & Pennings, 2020). The 

limitation to moving across the border also disrupts the supply chain. (Baldwin et al., 2020). 

Consumers will also reduce their spending due to lower employment (Chetty et al., 2020). 

Overall, the impact of COVID-19 is the contraction of both supply and demand in the global 

economy (Loayza & Pennings, 2020). 

 

The uncertainty of market conditions due to external shocks such as COVID-19 will impact 

the disruption among firms (Shen et al., 2020). Firms' response to COVID-19 may be reflected 

by their policy or statement on their website. Sentiment analysis may be a proper approach to 

measure the sentiment of firms in response to COVID-19. 
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3. Methodology 

 

In this chapter, we want elaborate on the data, methodology, and technology during this 

research. The research design is depicted in Figure 1. Diagram A depicts the process depending 

on the task for each step. Diagram B depicts the process depending on the cloud computing 

service which is used during the process.  The diagram workflow is arranged to describe the 

whole picture of the study and will be elaborated on chapter 3 and chapter 4. 

 

• Section 3.1.1 explains the process on A-1.  

• Section 3.1.2 explains the process on A-2. 

• Section 3.2.1 explains the process on A-3 and A-4. 

• Section 3.2.2 explains the process on A-5, A-6, and A-7. 

• Section 3.3.1 explains the technology on B1 and B2 

• Section 3.3.2 explains the technology on B3 and B5 

• Section 3.3.3 explains the technology on B8 

• Section 3.3.4 explains the technology on B10 

 

3.1 Data 

3.1.1 Companies in EU Data 

Companies' information is the main subject of this study. First, we need to find the companies' 

information in EU countries consisting of 27 countries. The data is obtained from Bureau van 

Dijk or ORBIS, which provides different types of company information. ORBIS claim they 

record nearly 400,000,000 companies across the globe. From the ORBIS database, we gather 

594,213 companies, including important information such as company name, location, sector, 

financial information, and website address. The distribution of companies is depicted in Figure 

2, and Figure 3 shows the share of companies across countries and sectors.  
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Figure 1. Research Design 
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Data cleaning must be performed to prevent any errors when processing the data. Companies' 

information which does not contain website addresses is removed. Without a website address, 

we are unable to locate the web archive. Even though this could introduce a selection bias for 

further analysis, such as causal inference, that analysis is beyond the scope of this thesis. A 

web archive is used as the data target where the text can be retrieved for analysis. The 

representative location is chosen randomly, so this does not highly affect our analysis. Several 

companies are multi-region companies which have representatives in several countries. To 

prevent duplication, we only pick one representative location. The company is a unique value 

and only represents one country. Furthermore, we adjust the website address format according 

to Common Crawl criteria, such as removing WWW or HTTP from the address. This process 

reduces the number of companies and leaves 298,863 companies. 

 

Figure 2. Share of Companies Across Countries 

 

During this pre-processing step, we perform the data cleaning of the website address using 

Microsoft Excel Desktop. The amount of data on this step is properly processed on the desktop 

application. When the data processing can no longer be accommodated by desktop 



 

 

13 

applications, we utilize cloud computing to speed up the process and avoid failure or crash. 

Cloud computing will be performed in several next steps. 

 

 

Figure 3. Share of Companies Across Sectors 

 

3.1.2 Web Archives Data 

We want to get the historical information of companies from web archives provided by 

Common Crawl. Common Crawl is a non-profit organization which builds and maintains an 

open repository of website crawl data. Common Crawl web archives are stored on Amazon 

Web Service (AWS) Open Data and can be accessed freely. For each crawling, the 

uncompressed data can reach more than 300 TiB. The data is crawled periodically where it 

contains billions of pages and petabytes of memory usage. Even if the data is free of charge, 

processing the huge amount of data requires high-performance computing which is costly. 

Therefore, in section 3.3, we will explain the implementation of cloud computing to harness 

the potential of analyzing big data.  

 

From the CC repository, we need to query the historical information by using the website 

address. The CC repository provides index files which contain Uniform Resource Locator 

(URL) and the file location. Web Archives (WARC) is the standardized format to archive the 

HTML of the web. For example, website companies such as www.shell.com had 3,200 web 

pages with unique URLs when it was crawled in July 2021. Hence, in one WARC record, we 
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need to decompose the thousands of websites into different files to represent one file for one 

web page. 

 

3.2 Methodology 

3.2.1 Common Crawl Index 

Common Crawl provides the index, which contains the URLs and other detail such as date, 

registered domain, and the file segment and offset. This index can be used to find the content 

based on the unique URLs. To describe the index file, an capture of the index file is depicted 

on Appendix 1. Common Crawl provides three types of datasets, i.e. WARC, WET, and WAT 

format. WARC format is the raw data from the crawl, which contains the whole website, 

including styling and metadata. WET files store the data, including the metadata and text. And 

WAT format contains only plain text.  

 

The file segment consists of thousands of web archives, and the offset will help to locate the 

specific page. For this research, we only require plain text from each page. It gives the 

advantage where the file has the smallest size. Unfortunately, the index does not provide the 

offset for WAT format. The index only provides the offset from the WARC format. Therefore, 

we will crawl the data from the WARC files and only extract the text afterwards. This can be 

done during the crawling process by using the python library. 

 

The registered domain on the web archive is used as the domain target because it should be 

exactly the same with the registered domain from ORBIS data. To join the table between the 

ORBIS data and CC Index, we utilize Amazon Athena service. During this process, we will 

obtain the new files containing the Index for the entire company website. Because we are going 

to build longitudinal data, we will crawl the data from several different dates. The number of 

URLs that has been targeted is summarized on Table 1.   

 

For the start point, we choose based on the common news in which the corona or COVID-19 

cases emerges in Wuhan, China. We expect that before January 2020, the COVID-19 case has 

not reached the common news. The first case of COVID-19 arrived in the EU on 24 January 

2020. We choose January 2022 as the last date of data retrieval because we assume that the 

COVID-19 case has become "the new normal" in this sense. 
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Table 1. Number of Domains and URLs 

No Crawl Date Domains (n) URLs (n) 

1 January 2020 172,291 120,629,130 

2 May 2020 173,079 97,591,444 

3 August 2020 174,043 103,215,772 

4 October 2020 172,260 108,184,453 

5 January 2021 173,949 118,628,811 

6 April 2021 172,008 112,572,785 

7 July 2021 177,046 108,417,562 

8 October 2021 175,367 123,919,327 

9 January 2022 173,419 113,523,891 

 

The total number of URLs reach one billion web pages for the entire date. According to 

information in table 1, each date has a small change number of domains or approximately 2% 

from total domains. This indicates the number of domains tends to be stable over the period. 

The variety numbers of URLs might come from the dynamic condition of each website or 

unstable conditions while crawling the data. The availability of domains varies between 

172,000 and 177,000, which represents the number of companies. The available domains are 

about 57.5-59.2% of the total number of companies provided by ORBIS data. 

 

3.2.2 Data Queries Strategy 

Before crawling, we need to observe the distribution of URLs among companies. We use the 

data from the July 2021 repository, which indicates the highest number of companies compared 

to data from another date. Although the number is not necessarily representing the exact 

number of companies, because of the dynamic condition during the crawl, we expect this 

number represent the companies for the crawling process.  

 

Some companies have thousands of web pages, while other has less than a hundred pages. The 

top 10 domains with the most URLs are indicated in Table 2. Top 1,000 domains account for 

87 million URLs. Half of total domains has less than 38 URLs. The histogram of distribution 

of URL is depicted in Figure 3. The horizontal axis is the number of URLs in the exponential 

class. The vertical axis is the frequency of companies which own the URLs. 
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Table 2. Top 10 Domain with highest URLs 

No Domain/Companies Top URLs (n) 

1 yahoo.com 1,372,835 

2 google.com 927,933 

3 elsevier.com 841,136 

4 microsoft.com 581,680 

5 columbia.edu 532,059 

6 lefigaro.fr 467,453 

7 apple.com 452,382 

8 mpg.de 394,153 

9 ku.dk 353,098 

10 freepik.com 349,781 

 

We want to make an efficient strategy which can reduce the number of crawled data without 

sacrificing the significant reduction. All crawled data must be correlated with the COVID-19 

topic. We use the keywords on COVID-19 to find the relevant information. The list of 

keywords is provided in Appendix 2. The simplest way is we imagine how search engine such 

as Google or Yahoo works. We type a relevant keyword, and all relevant information will be 

shown. The search engines work by analyzing the URL, textual content, key content tags, and 

attributes (Gandour & Regolini, 2011). Furthermore, most of the companies we observed have 

their own website in which they present their policy measures against COVID-19. This type of 

website is the most relevant in our analysis 

 

 

Figure 4. Distribution of URLs among Domains 
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In this case, the Common Crawl Index only provides the URLs, which also can be used by 

search engines to find the relevant information. Otherwise, we need to open the whole web 

page and search for the content that we are looking for. (Henzinger et al., 2000) considered 

URL sampling can be used to determine the properties of the entire website. Based on this 

research, we will use the keyword to filter the COVID-19 topic on the URL level. Opening the 

entire page one by one will increase the amount of related data, but it will take a lot of time 

and resources. The limitation of time scope of this research for searching from one billion pages 

is beyond the bounds of possibilities because of the bottleneck from the Common Crawl 

database.  

 

3.3 Technology 

3.3.1 Object Storage 

Object storage is a storage to store data of many types, such as images, videos, or documents 

(Fazio et al., 2015). Easy way to imagine the object storage is similar to Google Drive provided 

by Google. We use Amazon Simple Storage Service (S3) to store all intermediate data and 

results in CSV, GZ, and Parquet format. Common Crawl is also stored on S3 through the 

Amazon Public Dataset program.  

 

3.3.2 Serverless technology 

Serverless technology is a cloud computing service which provides scalable computing without 

managing the server or instances (Chaudhary et al., 2017). Compared to common server, where 

we need to determine the specification such as core and ram size, serverless will count the 

optimum time with the scalable specifications. When the data processing needs high computing 

resources, the serverless will automatically distribute the process into many computers or 

servers.   

 

We utilize two serverless services for this research, Amazon Athena and Amazon Glue. Athena 

is a serverless service to query data and analyzes big data in Amazon S3 by using the SQL 

programming language (Amazon, 2022a). Appendix 3 provides the SQL code during the URLs 

query process. Several previous studies implement PySpark during the index query process. 

Utilizing Athena cut the programming time and significantly faster the process. This process 

provides the whole web index from the registered domain.  
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After data has been crawled, we can visualize and edit it through AWS Glue Databrew. AWS 

Glue Databrew is designed as a data preparation tool to clean and normalize data for analyzing 

or machine learning (Amazon, 2022b). The advantage of Glue Databrew is we can create data 

connections to several sources such as S3 and RDS. Also, we can give the transformation and 

tasks to all the data without writing any code.  

 

3.3.3 Map Reduce 

Map reduce is a programming method and framework to deal with large datasets using a 

parallel or distributed algorithm (Dean & Ghemawat, 2008). The breakthrough of this method 

is we can run a process through multiple computers. When a personal computer runs all the 

process using the processor inside the personal computer, map-reduce allow us to run on 

multiple processors. By using a cloud computing service, the distributed process will be easy 

because we don't need to upscale the physical computer.  

 

We used Amazon Elastic Map Reduce (EMR) during this research. Other than cloud computing 

service, the advantage of EMR is built with the open source big data frameworks such as 

Apache Spark and Apache Hive. We use the Apache Spark environment and Python 

programming language for Spark called PySpark. Without the built-in framework, the 

programmer needs to set all the environments, which will take more time before running the 

program. Appendix 4 provides the Pyspark code for crawling the data from the URL list on 

CSV to S3 with GZ format. 

 

Implementation of map-reduce is over specification in this research. This arises because of the 

bottleneck during the crawling process, where the crawling process from the Common Crawl 

database is very slow. We know the bottleneck after we implement the process using Python 

Spark, which can also be done by using Python 2 and Python 3. The crawling process can be 

done by using normal instances without using a big data framework and will save cost from 

computational expenses. Compared to serverless, the EMR runs on a normal server when we 

pay, depending on the capacity/hour usage. 

 

3.3.4 Database 

Database is an organized of structured data which is stored on a computer system and controlled 

by a database management system (DBMS) (Oracle, 2022).  We use AWS Relational Database 
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(RDS) as the DBMS in the cloud. We use a PostgreSQL database which can be operated by 

SQL programming language. We use the PGAdmin4 as Graphic User Interface (GUI) tool to 

manage the database. Appendix 5 provides the Pyspark code to convert the data from the GZ 

file and move it to the PostgreSQL database. 

 

After we crawl the data using EMR, the data is saved as files on S3. This is a separate file and 

not modifiable. We build a table and combine all the files and the data through the database. 

The data on the DBMS can be connected to other datasets using AWS Glue Databrew to join 

attributes with other datasets. 
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4. Result 

 

This chapter provides an overview of the COVID-19 keywords in companies' website texts. 

The study will measure the adaptation of COVID-19 on the companies across time and among 

sectors and countries. Section 4.1 explains the result on A-9 and A-13. Section 4.2 develops 

the potential of the information from the website to measure certain policies related to 

companies. In this case, we try to count the keyword "Work From Home" as the common policy 

during the outbreak. 

 

4.1 Domain Analysis 

4.1.1 COVID-19 Topic Presence on Website 

Figure 5 illustrates the trend of URLs for each quartal from January 2020 until January 2022. 

Based on the query result, we find 4,283,604 contains COVID-19 keywords from 

1,006,683,175 total URLs or 0.43% website page mentioning about COVID-19. Overall, the 

companies mention COVID-19 after Q1. During the pandemic period, several sectors such as 

business services, media & broadcasting, and printing are the top sectors which mention 

COVID-19 keywords on their website. Appendix 6 provide details about domain analysis data 

 

 

Figure 5 Number of URLs across sectors 
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4.1.2 COVID-19 Topic Presence Across Sectors 

Figure 6 illustrates the proportion of companies that mention COVID-19 across sectors. 53,698 

companies mention about COVID-19 via their website. We are able to capture around 30% of 

total companies. Business services, public administration, banking, and wholesale sectors 

contribute the most companies mention COVID-19. These sectors account for 49% of total 

industries. The high share of these sectors could be the early indication that companies in these 

sectors are most affected by COVID-19.  

 

 

Figure 6. Number of Companies mentioning COVID-19 across sector 
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4.1.3 COVID-19 Topic Presence Across Countries 

The figure 7 illustrates the proportional of companies mention COVID-19 across countries. 

The companies from France, Germany, and Netherlands are the highest number of companies 

which mention COVID-19. The leap number of mentioning COVID-19 is indicated between 

the Q1-2020 and Q-2020. Companies awareness of COVID-19 pandemic can be obtained from 

website information. Companies mention the most COVID-19 keywords on Q2-2020 and Q1-

2021. This can be related with other information such as the first wave and second wave of 

COVID-19. 

 

 

 
Figure 7. Number of Companies mentioning COVID-19 across nation 
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4.2 Content Analysis 

The figure illustrates the count of “work from home” in the companies’ websites across sectors. 

The term “work from home” is strongly related to the company policy to adapt to the COVID-

19. Despite many company policies to adapt to the pandemic, we assess that the term “work 

from home” would reflect most of the companies’ working adaptations. The second quarter of 

2020 has the highest count of “work from home”. We stipulate that this is due to the rapidly 

increasing COVID-19 cases in the European countries. At that time, the companies must abide 

by the lockdown rule.  

 

We also represent the count of the term “work from home” in different sectors. Business 

services sectors dominates in most of the time. This might be because those companies in the 

services sector tend to be able to adjust their business operations into the “work from home”.  

On the contrary, other sectors tend to be more difficult to adjust their working process into the 

“work from home”. The limitation on this study is several website using different languages. 

Therefore, we need to divide into many different language to obtain the full information 

 

 

 
Figure 8. Number of Sector mentioning "work from home" 
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4.3 Accessing the data 

The raw data is the main part of the deliverable on this study. To deliver the metadata via CSV 

is not recommended because the text contain more than a CSV cell can handle. The data is 

stored on PostgreSQL on AWS Relational Database. To access the data, we require a GUI 

software and we recommend PGAdmin. Below is the address to connect to database. 

• Hostname: database-crawl-13.cxvwrotyzkne.us-east-1.rds.amazonaws.com 

• Port: 5432 

• Username: postgres 

• Password: postgres 
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5. Conclusion and Limitation 

 

5.1 Conclusion 

This study unlock the new potential of revealed preference data sources. Specifically, we obtain 

the information about the COVID-19 through companies website. Different from previous 

study, this research provides the novelty of data crawling process with specific keywords and 

specific entity. To produce this data, the big data framework is required during the process. 

Serverless and Map Reduce are introduced as the latest technology to run big data project.  We 

implement cloud computing service to provide seamless flow.  

 

Moreover, this study can build the panel data with quartal temporal resolution from the 

beginning of pandemic until the new normal condition. We capture that 0.49% from total 

website pages mention about COVID-19. Also, we capture around 53,698 in European Union 

or 30% of total companies from ORBIS data which mention COVID-19 keywords. Business 

services, public administration, and banking accounts for 49% from total companies and 

become the top sector which mention COVID-19. Companies from French, Germany, and 

Netherlands also become the top nation which mention COVID-19.  

 

Also, we try to analyse the content using the word “work from home”. This can be an example 

of the measurement of company policies that may be issued to deal with COVID-19. Further 

study can be conducted with this data to find the causality of certain topic which is explained 

by the information from the website.  

 

5.2 Limitation and Further Studies 

Several limitation appears during the process of this study. We divide the obstacle as 

methodology limitation and technical limitation. On the methodology limitation, we do not 

identify deeper the type of information which appears on the company website. For advertising 

sector, the information probably represents other entities such as news or relay information and 

does not represent their own information. For health sectors, the website might represent the 

recommendation or the situation of spread of COVID-19 disease. Further investigation is 

required to find context of the information with our purpose. 

 

Furthermore, we do not implement the causal inference research where we can explain the 

phenomena based on the data that has been crawled. This research is more focus on how we 
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crawl the data. Future study can use this dataset to find the causality between the COVID-19 

information on website to other variable. Some interesting topic can be proposed such as 

explain the company policy during COVID-19 or hiring and layoff process during the spread 

of COVID-19 pandemic.  

 

For the technical limitation, we implement many versions of open source programming and 

technology. The challenge comes from the different version of environment based on the 

previous research or project with the current condition. It takes more time to do some research  

for integrating or comply  with the system. We found some problem arises because we cannot 

find the compatible version during integration process.  

 

Moreover, the solution when trouble or bug occurs during the implementation cannot be found 

on formal reference such as books or papers. We rely on the forum and QnA in several websites 

like Google Groups or Stack Overflow. The solution sometimes not reproduceable and 

outdated with the current technology version. Problem solving requires a combination of all 

available partial information. 

 

For the further study, our tech stack can be implemented for similar research and minimize the 

technical trial and error. The tech stack using a mature cloud computing service and several 

process does not require a programming. Also, the technology is widely used on the developer 

community and some experts or peers can solve the question on the open forum.  
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II. Appendix 
 

Appendix 1. Common Crawl Index Structure (with sample) 

 

url 
https://www.cgi.com/maroc/fr/article/carrieres/cov d-19-

coronavirus-mise-jour-pour-les-candidats 

url_host_name www.cgi.com 

url_host_registered_domain cgi.com 

warc_filename 
crawl-data/CC-MAIN-2021-

31/segments/1627046153966.52/warc/CC-MAIN-

20210730091645-20210730121645-00072.warc.gz 

warc_record_offset 710692051 

warc_record_end 710745551 

crawl_date CC-MAIN-2021-31 

subset warc 

 

The warc files are divided into 100 segments for each date. Each segment contain the WARC 

files as a text with millions random website. To crawl the specific URL on the sample, we use 

the warc_record_offset and warc_record_end to only get the data between the character 

710,692,051st until character 710,745,551st. The sample URL has 5.350 characters inside the 

WARC file. 
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Appendix 2. COVID-19 Related Keywords 

 

• Universal Keywords  

Keywords covid, covid 19, covid-19, corona, coronavirus, 

sars cov2, delta, omicron, pandemic 

 

• Specific Related COVID-19 Keywords based on language in EU 

Language Specific unique keywords 

Bulgarian Корона, Пандемия, 

Croatian pandemija 

Czech Korona, Pandemický 

Danish pandemi 

Finland pandeeminen 

France Couronne, pandémie 

Greece Πανδημία, κορωνοϊός 

Hungary világjárvány 

Ireland Coróin, paindéim 

Italy pandemia 

Latvia pandēmija 

Dutch pandemie 

Portugal coroa 

Slovak koróna 

Sweden pandemisk 
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Appendix 3. SQL Code for query the Common Crawl Index 

 

-- request 1, create a database  

CREATE EXTERNAL TABLE IF NOT EXISTS ccindex ( 

  url_surtkey                   STRING, 

  url                           STRING, 

  url_host_name                 STRING, 

  url_host_tld                  STRING, 

  url_host_2nd_last_part        STRING, 

  url_host_3rd_last_part        STRING, 

  url_host_4th_last_part        STRING, 

  url_host_5th_last_part        STRING, 

  url_host_registry_suffix      STRING, 

  url_host_registered_domain    STRING, 

  url_host_private_suffix       STRING, 

  url_host_private_domain       STRING, 

  url_protocol                  STRING, 

  url_port                      INT, 

  url_path                      STRING, 

  url_query                     STRING, 

  fetch_time                    TIMESTAMP, 

  fetch_status                  SMALLINT, 

  content_digest                STRING, 

  content_mime_type             STRING, 

    content_mime_detected         STRING, 

  content_charset               STRING, 

  content_languages             STRING, 

  warc_filename                 STRING, 

  warc_record_offset            INT, 

  warc_record_length            INT, 

  warc_segment                  STRING) 

PARTITIONED BY ( 

  crawl                         STRING, 

  subset                        STRING) 

STORED AS parquet 

LOCATION 's3://commoncrawl/cc-index/table/cc-main/warc/'; 

 

--request 2, repair database 

MSCK REPAIR TABLE ccindex 

 

--request 3, create table from list of companies in csv 

CREATE EXTERNAL TABLE IF NOT EXISTS ccindex.scrape500( 

  `row_no` string, 

  `companyname` string, 

  `websiteaddress` string, 

) 

ROW FORMAT DELIMITED 

FIELDS TERMINATED BY ";" 

LINES TERMINATED BY "\n" 

LOCATION 's3://dirga/' 
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TBLPROPERTIES ( 

'skip.header.line.count' = '1' 

); 

 

--request 4, joining the csv with the warcfile index from commoncrawl 

Create table websiteall_crawl_2022_05 AS 

SELECT url, 

       url_host_name, 

       url_host_registered_domain, 

       warc_filename, 

       warc_record_offset, 

       warc_record_offset + warc_record_length as warc_record_end, 

       crawl, 

       subset 

FROM ccindex.ccindex 

JOIN ccindex.websiteall ON ccindex.ccindex.url_host_registered_domain = 

ccindex.websiteall.websiteaddress 

WHERE crawl = 'CC-MAIN-2022-05' 

  AND subset = 'warc' 

 

This SQL code is a development from https://commoncrawl.org/2018/03/index-to-warc-files-

and-urls-in-columnar-format/ 
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Appendix 4. Code for access the Common Crawl Data with specific segment and record 

offset and length 

 

 

import boto3 

import requests 

import csv 

# Import library 

 

s3 = boto3.client( 

    's3', 

    aws_access_key_id='ACCESS_KEY_ID', 

    aws_secret_access_key=’SECRET_ACCESS_KEY’ 

) 

# access s3 using secret access key 

 

def list_csv_in_folder(bucket_name, folder_name): 

    file_names = [] 

    response = s3.list_objects_v2(Bucket=bucket_name, Prefix=folder_name) 

    files = response.get("Contents") 

    for file in files: 

        if file['Size'] > 0 and '.csv' in file['Key']: 

            file_names.append(file['Key']) 

    return file_names 

# define list csv (data contains warc filename and offset) 

 

 

def list_gz_in_folder(bucket_name, folder_name): 

    file_names = [] 

    response = s3.list_objects_v2(Bucket=bucket_name, Prefix=folder_name) 

    files = response.get("Contents") 

    for file in files: 

        if file['Size'] > 0 and '.gz' in file['Key']: 

            file_names.append(file['Key']) 

    return file_names 

# define list gz in S3 after data has been crawled 

 

def url_to_gz(url, headers, folder_name, offset): 

    local_filename = url.split('/')[-1] 

    with requests.get(url, headers=headers, stream=True) as r: 

        s3.upload_fileobj(r.raw, "url-contain-keywords", 

                          folder_name+'/'+offset+local_filename  ) 

    return folder_name+'/'+ offset+local_filename  

 

 

def csv_to_gz(bucket_name, file_name, output_folder): 

    obj = s3.get_object(Bucket=bucket_name, Key=file_name) 



 

 

36 

    f = obj['Body'].read().decode('utf-8').splitlines() 

    reader = csv.DictReader(f) 

    line_count = 0 

    keys = [] 

    for row in reader: 

        if line_count > 0:  # not header 

            s3_key = url_to_gz('https://data.commoncrawl.org/'+row['warc_filename'], 

                               {"range": f"bytes= {row['warc_record_offset']}-

{row['warc_record_end']}"}, 

                               output_folder, row['warc_record_offset']) 

            keys.append(s3_key) 

        line_count += 1 

    return keys 

for file_name in list_csv_in_folder("url-contain-keywords", 's3_key'): 

    csv_to_gz('url-contain-keywords', file_name, ‘s3_key’) 

 

#file input and output should be on the same Bucket 
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Appendix 5. Code for convert the GZ files into database 

 

 

# Importing necessary libraries 

import boto3 

import requests 

import csv 

 

from io import BytesIO 

from warcio.archiveiterator import ArchiveIterator 

from bs4.dammit import EncodingDetector 

from bs4 import BeautifulSoup 

 

# Initializing s3 access 

s3 = boto3.client( 

    's3', 

    aws_access_key_id='[**************]', 

    aws_secret_access_key=’****************’ 

) 

 

# Defining functions for removing blank lines and get text from html 

 

def remove_blank_line(article): 

    lines = article.split("\n") 

    non_empty_lines = [line for line in lines if line.strip() != ""] 

 

    string_without_empty_lines = "" 

    for line in non_empty_lines: 

        string_without_empty_lines += line + "\n" 

 

    return string_without_empty_lines 

 

 

def gz_to_content(bucket_name, s3_key): 

    # rangereq = f'bytes={offset}-{end}' # still necessary ? 

    # response = s3.get_object(Bucket='commoncrawl',Key=s3_key,Range=rangereq) 

    response = s3.get_object(Bucket=bucket_name, Key=s3_key) 

    record_stream = BytesIO(response["Body"].read()) 

    record = ArchiveIterator(record_stream) 

    for record in ArchiveIterator(record_stream): 

        content = record.content_stream().read() 

        encoding = EncodingDetector.find_declared_encoding( 

            content, is_html=True) 

        soup =  BeautifulSoup(content, "html.parser", from_encoding=encoding) 

        return remove_blank_line(soup.get_text()) 

 

# Initializing connections to database 
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import psycopg2 

 

conn = psycopg2.connect( 

    host="HOST", 

    database="DATABASE", 

    user="USERNAME", 

    password="*****") 

 

# Defining functions for each GZ file to generate the text/content 

def content_to_row( pkey, mainkey,  crawlcontent): 

    cur = conn.cursor() 

    cur.execute( 

        "INSERT INTO TABLE ( pkey, mainkey,  crawlcontent) VALUES (%s, %s, %s)", (pkey, 

mainkey,     crawlcontent)) 

    conn.commit() 

    cur.close() 

    print('Running') 

#TABLE is the name of the table in the database 

 

# Paginating the s3 bucket since the files is more than one thousands 

paginator = s3.get_paginator('list_objects_v2') 

pages = paginator.paginate(Bucket='url-contain-keywords', Prefix='urlfilter-crawl-2020-

34_24Jul2022_1658699213012-output') 

 

# Listing the gz in the s3 folder 

listgz = [] 

for page in pages: 

    pagee = page['Contents'] 

    for pag in pagee: 

        listgz.append(pag['Key']) 

 

# Executing the process of generating "content" into the database 

pkey = 0 

for gz in listgz: 

        try: 

            content = gz_to_content('url-contain-keywords', gz) 

            pkey +=1 

            gz = gz.split('/')[-1] 

            content_to_row(pkey, gz, content) 

        except: 

            continue 
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Appendix 6. Number of URLs across sector 

 

 
 

 


